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The dynamical mean-field theory formalism to describe nonresonant inelastic light and x-ray scattering in a
charge-density-wave phase is developed and applied to the spinless Falicov-Kimball model on an infinite-
dimensional hypercubic lattice at half-filling. At zero temperature, the charge gap in the density of states is
exactly equal to U; increasing the temperature rapidly fills the gap with subgap states. The nonresonant
response function for Raman and inelastic x-ray scattering shows peaks connected with transitions over the gap
and transitions that involve subgap states; in addition, the spectra have significant changes in shape as the
temperature is raised from zero to 7. In the case of x-ray scattering (when both energy and momentum are
transferred), the response function illustrates features of dynamical screening (vertex corrections) in the dif-
ferent (nonresonant) symmetry channels (4, and B,); dynamical screening is also present in the A;, Raman
signal. Finally, we derive and verify the first-moment sum rules for the (nonresonant) Raman and inelastic
x-ray response functions in the charge-density-wave phase and we discuss experimental implications for how

the sum rules might be employed in data analysis.
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I. INTRODUCTION

Charge-density-wave (CDW) systems possess a static re-
arrangement of the charge that is modulated by their ordering
vector. Since the underlying ionic cores are charged, they
will respond to this charge modulation from the electrons,
and often create a distorted lattice structure that follows the
modulated charge order of the electrons. This is often one of
the easiest to measure signals of CDW order, namely the
distortion of the unit cell due to the ionic displacement that
goes hand-in-hand with the electronic charge modulation; it
is more difficult to directly measure the electronic charge
modulation in the material.

In this work, we focus on signatures of the CDW order
that are present in inelastic light-scattering experiments on
CDW systems. Since inelastic Raman scattering is sensitive
to different symmetry charge modulations (when polarizers
are used on the incident and scattered light), it can provide
information about the symmetry of the CDW state which is
complementary to the results that would come from an elas-
tic light-scattering measurement such as optical reflectivity
(which can measure only one symmetry). Similarly, because
inelastic x-ray scattering also allows for an exchange of mo-
mentum by the scattered photon, we might anticipate inter-
esting behavior to occur when the ordering wave vector and
the transferred momentum are the same.

We develop all of the formalism to generalize the dynami-
cal mean-field theory (DMFT) approach to inelastic Raman
and x-ray scattering in the situation when there is a CDW
phase on a bipartite lattice with an ordering wave vector
equal to (77,7, ...,); our formulas include all effects of
vertex corrections including dynamical screening. While the
formal development, in terms of the Green’s functions, self-
energies, and irreducible vertex functions, is completely gen-
eral, and can be applied to any many-body model that has
CDW order, such as the attractive Hubbard model or the
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Holstein model, we analyze the formalism for the specific
case of the Falicov-Kimball model because the irreducible
charge vertex is known exactly, and so we can provide an
exact solution to the light-scattering problem. In addition to
deriving formulas for the light-scattering spectra, we also
examine the first-moment sum rules for these spectra, which
are equal to expectation values related to the kinetic and
potential energies of the material. These sum rules can be
employed to aid in the data analysis of experiments, when
higher-energy bands are well separated from the low-energy
band that undergoes the CDW order, as already observed in
systems that do not have CDW order, such as in the normal
state of SmBg at low temperature. They also provide an al-
ternative way to directly measure the electronic order param-
eter of the CDW.

We anticipate our results should be relevant to different
experimental systems that display charge-density-wave order
via nesting on a bipartite lattice at half-filling, especially in
compounds which are three dimensional such as' BaBiO;
and Ba,_,K BiO;, because DMFT is most accurate in higher
dimensional systems; it may also be relevant to some layered
two-dimensional systems, at least in a semiquantitative fash-
ion. Our work also extends recent results on transport and
optical conductivity in CDW systems?? to the realm of in-
elastic light scattering. Since inelastic light-scattering experi-
mental work on CDW systems has focused on Raman scat-
tering of the soft phonon modes, the next step experimentally
will likely be to examine the electronic scattering directly
(either with Raman or with x rays). Hence this work has the
potential to be directly relevant to the next generation of
experiments in this area.

The paper is organized as follows: in Sec. II, we derive
the formalism for inelastic light scattering in a symmetry
broken phase including explicit expressions for Raman scat-
tering, inelastic x-ray scattering, and their first-moment sum
rules; this formal development is appropriate for any many-
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body model of light scattering with local interactions. In Sec.
III, we present our numerical results for the example case of
the spinless Falicov-Kimball model and discuss what signa-
tures are likely to be seen in experiment. Our conclusions are
presented in Sec. IV.

II. FORMALISM

Since CDW ordering is a static order, it is often well
described by static models such as the Falicov-Kimball
model.* This model was introduced in 1969 to describe
metal-insulator transitions in rare-earth compounds and
transition-metal oxides. Since then, it has been studied
widely within the DMFT community, primarily because it is
one of the simplest many-body problems that admits an exact
solution® (for a review see Ref. 6). The Falicov-Kimball
model has two kinds of particles: mobile electrons and local-
ized electrons. Mobile electrons hop from site to site with a
hopping integral between nearest neighbors and they interact
with the localized electrons when both sit on the same site
(the interaction energy is U); we denote the mobile electron
creation (annihilation) operator at site i by 31' (cAl,-) and the
local electron creation (annihilation) operator at site i by ﬁ
(f;). The model has commensurate CDW order at half-filling
and this is the main property we exploit here. Brandt and
Mielsch worked out the formalism for calculating the
ordered-phase Green’s functions’ shortly after Metzner and
Vollhardt introduced the idea of the many-body problem sim-
plifying in large dimensions.® The CDW order parameter was
shown to display anomalous behavior at weak coupling,®'®
and higher-period ordered phases have been examined on the
Bethe lattice.!! Transport calculations in the commensurate
CDW phase have also appeared recently.>* For concreteness,
we will focus our attention in the formalism section on the
Falicov-Kimball model, but the light-scattering formulas
have a wider range of applicability.

A. DMFT for the CDW ordered phase

The hypercubic lattice is a bipartite lattice, implying that
it separates into two sublattices (called A and B) with the
hopping being nonzero only between the two sublattices. In
this case, the model will display commensurate (chessboard)
CDW order when both the light and heavy particles are half-
filled. This CDW order corresponds to the situation where
the average filling of the electrons remains uniform on each
sublattice, but changes from one sublattice to another (it is
commensurate because the lattice is bipartite here). We begin
by writing the Falicov-Kimball model Hamiltonian as the
sum of its local and nonlocal parts,

H= E ﬂf - t?_’,-bﬁfﬁjb, (1)

ijab

where i and a=A or B are the site and sublattice indexes,
respectively, and t?jb is the hopping matrix, which is nonzero
only between different sublattices (t’;‘jA=tf§.B =0). The local
Hamiltonian is equal to
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Hi = U. ﬁ?dnf}— Mty — M?‘ﬁ?f? (2)
with the number operators of the mobile and localized elec-
trons given by ﬁid=djdi and 7= f;ff,-, respectively. Note that
we have introduced different chemical potentials for different
sublattices. This is convenient for computations, because it
allows us to work with a fixed order parameter, rather than
iterating the DMFT equations to determine the order param-
eter (which is subject to critical slowing down near T,). Of
course, the equilibrium solution occurs when the chemical
potential is uniform throughout the system (,LL3=,LL5 and ,u/;

B .
=ub).
We start with the definition of the lattice Green’s function,

G =~ Tr[TTe—ﬁﬁéia(r)c?jb(O)]/Z,

Z=Tr exp[- BH]. (3)

Within a Feynman-diagram formalism, the Green’s function
satisfies Dyson’s equation (which in fact is a compact form
of the diagrammatic series),

2 0+ 1) 8,08, - 3 () + 671G (@) = 8,8, (4)
lc

where w is a real frequency. The unperturbed band structure
for the hypercubic lattice with nearest-neighbor (NN) hop-
ping satisfies
D
G=—2 t’;}B explik - (R;y —Rjp)] =~ 26>, cos kya, (5)
i—j a=1
where R;, is a lattice vector for site i on sublattice A, and a
is the lattice spacing (we set a=1).

The first step of DMFT is to scale® the hopping matrix
element as r=1*/2/D (we use r*=1 as the unit of energy) and
then take the limit of infinite dimensions D — . The self-
energy is then local,

Efjb(w) =31(w) 60> ©)

and in the case of two sublattices has two values >*(w) and
38(w). Now, we can write the solution of the Dyson equation
(in a momentum representation) in a matrix form,

Gi(w) =[z(0) = ], (7)

where z(w) and the hopping term #; are represented by the
following 2 X 2 matrices,

( )_<w+,u3—2A(w) 0 )
aer= 0 w+ b —3B(w) )’

_ 0 €
tk_(ek O) (8)

After substituting Eq. (8) into Eq. (7), we obtain three equa-
tions for the different Green’s function components,

o+ ,u,g -35(w)

Z(0) - €

Gilw) =

)
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Gi(w) = Pl (10)
G (w) = GPA(w) = —*— (11)
k k Zz(w) B €2k

with Z(w) defined by

Z(w) =\[w+u) -3 o) [+ ph-3B0)].  (12)

These expressions agree with those of Brandt and Mielsch’
even though our notation is somewhat different from theirs.
The local Green’s functions are now found to be

w b w —
() = E Goo() = 22O oo
Z(w)
(13)
where
F[Z(w)]= f dep(e)_% (14)
Z(w)—€

is the Hilbert transform of the noninteracting dens1ty of
states (DOS), which satisfies p(€)=exp(—€>/1*?)/ £\ for the
infinite-dimensional hypercubic lattice.

The second step of DMFT is to map the lattice Green’s
function onto a local problem by means of the dynamical
mean field. Since there are two sublattices, a dynamical
mean field A*(w) is introduced on each of them. As a result,
the local lattice Green’s function on each sublattice becomes

1

= @ )
The third equation that closes the system of equations for
Gw), 2% ), and N\(w) is obtained from the condition that
the local Green’s function can be defined as the Green’s
function of an impurity with the same dynamical mean field
A(w). Such a problem can be exactly solved and the result is
equal to

1 —nf ng
+ .
+u5-Nw) o+u;-U-\(w)

This last equation must be modified if one solves a different
many-body model such as the Hubbard or Holstein model, as
one needs to solve the relevant impurity problem for the
model being considered; the remainder of the algorithm is
identical for other models.

These equations are self-consistently solved numerically.
The iterative DMFT algorithm to calculate the lattice Green’s
function is as follows: we analytically continue all of the
above formulas to the Matsubara frequency axis, because
calculations along this axis are much more stable and con-
verge faster than those on the real axis. Then, for a fixed
value of the order parameter Anf nt— n?, one chooses n
and n? in such a way that nf+nf 2n; (ny=1/2 for half-
ﬁlhng§ With those fixed quantities, we now propose a guess
for the self-energy on each sublattice, and then compute the

G“(w) = (16)
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local Green’s function from Egs. (12) and (13). Then we
extract the dynamical mean field on each sublattice from Eq.
(15), and find the local Green’s function for the impurity
from Eq. (16). This value is substituted into Eq. (15) to cal-
culate the new self-energy. This procedure is repeated until
the Green’s function converges and we can calculate the fill-
ing of the conduction electrons; the chemical potential for
the conduction electrons is adjusted so that the average
conduction-electron filling is equal to one-half. In order to
find the correct equilibrium order parameter An; at the given
temperature, one next calculates the chemical potentials for
the f electrons on each sublattice via

U
Tzln 1- -
f lwn+lu’d_

U
up==—-T ln -
' 2 N(iw,)

(17)

where we introduce the fermionic Matsubara frequencies
iw,=imT(2n+1). If these two chemical potentials are not
equal, then the order parameter chosen initially is incorrect,
and one needs to repeat the iterative loop with a new Anf t0
eventually satisfy the equilibrium condition where ,uf ,uf
=0; when this condition is satisfied, then An; is the order
parameter at that temperature. This algorithm, where the or-
der parameter is fixed and we check for equilibrium by ex-
amining the chemical potentials, and then update the fixed
order parameter to achieve the equilibrium solution, does not
suffer from critical slowing down, which does occur if we
instead fix the chemical potentials and iterate the equations
until they converge. Generically, the DMFT equations can be
solved with an order of magnitude less computer time than if
we use this alternative approach. Finally, we repeat this it-
erative solution on the real axis, with the chemical potentials
and fillings fixed at their now known values, which also is
much more efficient than trying to do the entire calculation
on the real axis. For more complicated models, one most
likely will need to fix the chemical potential and iterate the
equations (which will be subject to critical slowing down
near T,), because one cannot solve the impurity problem
with a fixed order parameter anymore. This does not create
any serious problems, it just requires more computer time.

In Ref. 3, we already analyzed the evolution of the DOS
in the CDW-ordered phase. We reiterate the main points
which will be needed here. At 7=0, a real gap develops of
magnitude U with square-root singularities at the band edges.
As the temperature increases, the system develops substan-
tial subgap DOS which are thermally activated within the
ordered phase. Plots of the DOS can be found in Ref. 3. Note
that the singular behavior occurs for one of the “inner” band
edges on each sublattice, and that the subgap states develop
very rapidly as the temperature rises.

B. Nonresonant inelastic scattering

Now we develop the formalism for nonresonant light scat-
tering in the CDW phase. We start from the standard formula
for the inelastic light-scattering cross section derived by
Shastry and Shraiman,'?
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R(q»‘Q’ z_Q)

—Be
y=2m,
if

X |g(k)gkp)el e (AMP(g)).  (18)

It describes the scattering of band electrons by photons with
Q=w;~w; and g=k;—k; being the transferred energy and
momentum, respectlvely, ¢V is the polarization of the initial
(final) states of the photons and ¢, i) denotes the electronic
elgenstates The quantity g(g)=(hc?/Vw,)"? is called the
scatterlng strength” with o, —c|q| The scattenng operator

M (g) is constructed from both the number current operator
and the stress tensor which are equal to

=3 "0k gmid k-, (19)
abk a

and

ﬁztab(k)
Yap(@) = % e kg

di(k +q/2)d,(k-q/2),  (20)
respectively (in models with spin, and additional sum over
the z component of spin is required). Here (k) are the
components of the 2 X 2 hopping matrix in Eq. (8). The in-
teraction of an electronic system with a weak external trans-
verse electromagnetic field A is described by the Hamil-
tonian,

EA(k)

kk'

——Ej(k) AR+

X Yo gl +k A~ K'). 21)

The scattering operator M is then constructed from these
interaction terms; it has both nonresonant and resonant con-
tributions,

Hjipllep| DXL jo = ki)Y

E— & — w;

(FIME(@)|i) = (Flyap@i) + 2 (
1

 lial= k,->|z><1|jﬁ<kf>li>>, (22)

81—8i+wf

with the sum [ over intermediate states, and after substituting
into the cross-section formula, one obtains three terms: a
pure resonant term; a nonresonant term; and a mixed term
(because it is constructed from the square of the scattering
operator).

The nonresonant contribution is

Ry(q, ) =27g* k)¢ (k) 2 Lzﬁ)
if

XY ¥ri0er—g;— Q). (23)

The tilde denotes contractions with the polarization vectors,
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¥=2 €\ Yas@)e) (24)
ap

with the notation O; ;=(i|O|f) for the matrix elements of an
operator O. (Resonant and mixed diagrams will be examined
elsewhere.)

The next step is to evaluate the summations in Eq. (23)
via Green’s function techniques. In general, such a procedure
is nontrivial. But for the nonresonant contribution it is rela-
tively straightforward.'>!* We start from the Matsubara func-
tion built on two time dependent stress-tensor operators,

PHDHT 2. (25)

The imaginary time dependence of the stress-tensor operator
is evolved (in the Heisenberg representation) with respect to
the equilibrium Hamiltonian because this is a linear-response
calculation. The symbol 7 is a time-ordering operator. Fur-
ther, we perform a Fourier transformation to the imaginary
Matsubara frequencies. In thermal equilibrium, the two-
particle correlation function depends only on the difference
of the two time variables and our Matsubara frequency de-
pendent function can be evaluated as

X5./7—7)=Ti[ T.e”

) 2 exp( 188 ) 71 f7ft {

7 o= el el

X5
77 gi—1iv

(26)

Performing an analytic continuation to the real axis iv
— Q) +i0* produces the known expression,

27g*(k;) gk
Ru(g.0) = L()g/;ﬂ%) XN@. ), (27)

where we introduced the nonresonant response function,

(g, Q) = —Im X774 +i07). (28)

Now we have reduced the problem to that of finding the
response function built on two stress-tensor operators. Actu-
ally, such a function corresponds to a two-particle Green’s
function that will be shortly presented in Feynman diagram-
matic notation. The Fourier transform of the two stress-
tensor correlation function can be represented as a sum over
Matsubara frequencies of the “generalized polarizations,”

X‘?,?(iyl) = TE l_[m,m+h (29)

where we introduced the shorthand notation II, .,
=Il(iw,,,iw,+iv)) for the dependence on the fermionic iw,,
=i7T(2m+ 1) and bosonic i»,=i27T] Matsubara frequencies.
In the case of the CDW ordered phase, the Feynman dia-
grams for the generalized polarizations II,, ,,; are shown in
Fig. 1, where we introduce additional sublattice indices a to
1. Here, we used the fact that the total reducible charge vertex
(shaded rectangle in Fig. 1) is a diagonal function of frequen-
cies for the Falicov-Kimball model [see Eq. (42) below]; for
other models, where the vertex is almost certainly no longer
diagonal, the analysis is somewhat more complicated. Now
one can perform an analytic continuation to the real axis and
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k-q/2,io, [

k-g/2,iw,

g k-g/2, o,

k+q/2, i®,+iV, k+q/2, io+iv, 1L K'+g2, i +iv,

FIG. 1. The Feynman diagrams for the generalized polariza-
tions. Due to the properties of the irreducible charge vertex of the
Falicov-Kimball model, we will have m=m’.

replace the sum over Matsubara frequencies by an integral
over the real axis,

1 (™
X73liv) = —f dof(0)[Il(w - 0%, w + iv)
2mi ) _,

—Il(w+i0" w+iv) + I(w-iv,w—i0")

—Il(w+ iv,w+i0%)], (30)

where f(w)=1/[exp(Bw)+1] is the Fermi distribution func-
tion. Then the nonresonant response function is expressed
directly in terms of the generalized polarizations,

2
(27i)?
XRe{ll(w - i0*, w + Q +i0*)

~IM(w-i0", 0+ Q —i0")}. (31)

xn(q. Q) = J do[f(o) - flo+ Q)]

The next step is to calculate these generalized polariza-
tions. We consider both cases of inelastic light (Raman) and
inelastic x-ray scattering. For Raman scattering, we can ap-
proximate ¢=0 because the optical photon wavelength is so
large, whereas for inelastic x-ray scattering, the transferred
momentum is nonzero q # 0.

C. Raman scattering: ¢=0

The nonresonant Raman response function presented in
terms of the generalized polarizations in Eq. (31) is reduced
to the calculation of the Feynman diagrams in Fig. 1. As a
result, our aim is to calculate the sum of the products of the
one-particle Green’s functions calculated in DMFT and the
charge vertices. Here, the momentum k enters not only
through the band energy term ¢ [see Egs. (9)—(11)] but also
through the stress-tensor factors, namely, the derivatives
Pek)/ ok «0kp. Furthermore, the stress-tensor operator is
contracted with polarization vectors e’/ [see Eq. (24)] which
vary for the different symmetries.

There are three symmetries often examined in experimen-
tal systems with cubic symmetry. The A, symmetry has the
full symmetry of the lattice and for the hypercubic lattice the
incident and scattered light are both polarized along the same
diagonal direction, so in large dimensions we take the initial
and final polarizations to be e'=e/=(1,1,1,1,...). The
stress-tensor amplitude in the case of A, symmetry (for NN
hopping) is equal to minus the band energy
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k-q/2,i®,,

k+q/2,i0,+1V,

k-g/2, i,

k+q/2,im,+iV, k+q/2,im,+iv,

k-g/2,im,, k-g/2,im,

k+q/2,im,+iV,

k+q/2,im,+iV,

FIG. 2. Individual terms for the bare polarization in the ordered
phase.

Pelk D
Ya, (k) E “'B&kegk)ﬁ=t_5a= cos k,=— e(k)
(32)

The B, symmetry is a d-wave-like symmetry that involves

crossed polarizers along the diagonals. In this case, we take
e'=(1,1,1,1,...) and e/=(-1,1,-1,1,...), so the stress-
tensor amplitude is as follows:

ﬁze(k) P
k = =3 (= 1)%os k,.
0= 5 ehr o L5 (- o

(33)

Finally, the B,, symmetry is another d-wave-like symmetry
rotated by 45°; it requires the polarization vectors to satisfy
e'=(1,0,1,0,...) and ¢/=(0,1,0,1,...), and for NN hop-
ping there are no contributions to the nonresonant response
in this channel.

We start with the analysis of the B, symmetry, which is
simplest case to examine. Here, the response function is de-
termined only by the first term (bare loop) of the Feynman
diagrams in Fig. 1 and there are no contributions from the
second one!*!3 because the stress-tensor factor has momen-
tum dependence that integrates to zero when multiplied by
the local charge vertex and summed over all momentum.

The expanded form of the diagrams for the generalized
polarization in the B, channel for the CDW chessboard
phase is presented in Fig. 2 and is equal to

I — 2 3’2(Gk (g/2), Gk+(q/2) m+l T Gk (q/2), Gk+(q/2) ml

BA BA BB AA
+ GZig2) mGrergr) it + Cr=gr) mCerigry men) - (34)

After substituting in the expressions for the Green’s function
in Egs. (9)—(11), and the expressions for the 7%, amplitude
from Eq. (33), the individual contributions to 1I,,,,,; at ¢
=0 become
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lz ,72 AA ~BB
N ka,mGk,m+l
k

(iw, + pi = 30w, +iv;+ #3 - Eﬁm)

0| =

FOO(ZWI+Z) _ Fw(zm)

V4 V4
e — (35)
Zm - Zm+l
12 72 BB ~AA
N B ka,mGk,m+I
1 . A AN( . B B
= E(lwm + =@, + v+ g — 20,0
FOO(ZmH) _ FOO(Zm)
Z Z
X (36)
Zm - Zm+l

and
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lo _ BN
S RGLGL8 =S REAGE b
k k

_ lZmHFOO(ZmH) - ZmFDO(Zm)
2 -7

. (37)

Hence, the total expression for the generalized polarization
1_[m,m+l is

Fw(zmﬂ) _ Fw(zm)
Z, Z,

mil _ = [(lwm + Mg - EZ)

7 - 7*

m+l

1
Hm,m+l = E

X(iw,, +iv,+ ,u’;’ - Ef,m) + (iw, + ,uﬁ - 22‘1)

. . B_<B
X(iw, +iv+ g = 2,)]

ZiFoZ,.) -2, F.(Z,
2 m+l ( +[) ( ) (38)

Then, after substituting this expression for II, ., into Eq.
(29) and replacing the summation over fermionic Matsubara
frequencies by integrals over the real frequency axis, the
total expression for the nonresonant response function equals

FlZ(0+Q)] F.[Z()]

A Z(w+Q)

Z(w)

X, @)= 5 | dulf(o) - flo+ D) Re

+lo+u)-3M0)][w+ Q+ui -3 0+ Q)] +2

FlZ(0+Q)] FlZ(o)]
Z(w+Q) Z(w)
ZXw) - Z(w+ Q)

([w+pi -0+ Q+u; -3 (0+Q)]

Z(0) = [Z(0+ QT

Z(w+ QFiZ(0+ Q)] - Z(w)F.[Z(w)]
Z(w) - [Z(0+ QT

[+ pg =2 (@)[0+Q+ py -3 0+ D]+ [0+ uj - 3 (0)]

Z(w+ QF.[Z(w+ Q)] - Z(0)F[Z(w)]

X[w+Q+pl-3B(w+Q)]) -2

(39)

Z(w) - Z(w+ Q)

One can check that this expression for the Raman response
function (for B, symmetry) in the CDW phase is connected
with the one for the optical conductivity® by the Shastry-
Shraiman relation,!?

X, () = Qo(€), (40)

indicating that this relation continues to hold even in the
ordered phases. This formula holds for all models, because it
does not depend on the vertex function.

The case of A}, symmetry has both terms of the Feynman
diagram of Fig. 2 contributing to the expression for the non-
resonant response function. According to the form of the
stress-tensor factor, the summation over momentum of the
bare loop yields
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a b a a b a

_ Yy
C d SabSaCSrzd - % ) 6ac Sbi %%b
(a) (b)

FIG. 3. The irreducible charge vertex becomes local in DMFT
and, accordingly, the reducible charge vertex depends only on two
sublattice indexes.

) = ZnFo(Z,,)
2y~ Zpu
SA )+ (iw,+ug—32)
3]+ 1
Zp FlZyi)) = 23 F(2,,)
Z Zm l

H(l) _ l m+[F (

m,m+l — 2

[(iw +Md 2B)

X (i@ + iV + ) —

X (i, + v+ -

) (41)

which is different from the one for the B;, symmetry in Eq.
(38).

The second term of the Feynman diagram in Fig. 1 de-
scribes the charge screening effects through the reducible
charge vertex, which is defined from the irreducible one. In
the DMFT approach, the irreducible charge vertex I',, is local
and different for different sublattices (see Fig. 3); neverthe-
less, it has the same functional form as in the uniform phase,
which is equal to'®

GAA GAB
) k—(q/2),mTk+(q/2),m+l
qum+l_ _E [7k 7k

AA
Gi=(q12) mOk+(gr2)mei

AB BB
Gk—(q/Z),m Gk+(q/2) ,m+l

BB BA
Gi=(g12)mOks(gr2)m+i
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k+q/2,io,+iv,

FIG. 4. The Bethe-Salpeter equation for the reducible charge
vertex in the CDW chessboard phase.

Fa(iwm,i(l) lV[) = mm’rm m+l>
13, -3
re “m “mtl i 42
mm+l = TGaa_GamaJrl ( )

for the Falicov-Kimball model (an explicit formula for other
models is not known). This expression also follows from the
partially integrated Ward identity, derived by Janis.!” Ac-
cordingly, the reducible charge vertex in the CDW chess-
board phase depends on two sublattice indexes and is defined
by the Bethe-Salpeter equation in Fig. 4,

Fab abr‘rln,m+l + Trﬁﬁ,mﬂz X;,L;'n,m+ll—‘;bm m+l> (43)

q,m, m+l =
where we introduce the bare susceptibility,

Xfllf)mmﬁl =" _E Gk mGk+q m+l (44)

Now, the generalized polarization can be presented in a
compact matrix form as follows:

G G4 B M _
qum+1 qum+1 1 k'=(q/2).m Ik +(qr2)m+l Pk =(gi2)m Pk +(qr2)m+l || | Ve
~pA ~pB N gea GBB GPB B - (45)
qum+1 Lomme 1Y & Gk =@ m Ok vy met Ckr=@r2)mCkr i@y met || L Ve

The next step is to put g=0, expand the expression via partial fractions with respect to the band energy €, and calculate the

sums over momentum k. After some tedious algebra, we obtain the final expression for 2

1 [Zm+lFoc( +l) Z F (Z )]2

Z Zm+l

2
Hi(’n,)m+l = A

m,m+l

[iQQw,, + v) +2u5 -3

m,m+0°

A

m- +]] AA m+l ([l(zwm + Vl) + Zlu‘d EB 2i,;wl:l
G - m+l

=2 =2 . B By/- . B ( +l) Oc(zm) 251 - 51+l . A
X\ [Z, = Zpit] = Gy + pyg = 30 ) (@, + (v + g — +l) — 25 —pp [ FLIQw,+v)+2u;
Z V4 Gm - Gm+l
m+l m
A B
- 3= Ei‘,ml i ZiiF o Zyps) = ZyF o Z,)] |[i 0, + ) + 205 - 3, S, | a5 | (2w, + v) + 245
G Gm+l G Gm+l

-3A-3A [Zi +l] (i@ + pg = 2DV (i@, + 1w+ ) — 2’,4,,+,)|: FoAZ

+[iQw, +v) +2uf -3 +l] GBB

m+l

) Fm@m)] ~3h
AA
Zm+l Zm G

-G

m+l

G’"+Z[ +lF m+1) Z F (Z )]) > (46)
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where

b
Am,m+l = det” (sab - Trfn,mHXZ:O,m,mH” (47)

comes from the solution of the Bethe-Salpeter equation in
Eq. (43). Finally, the total expression for the generalized po-
larization is obtained as the sum of the two contributions,

1_[m m+l — Hl(nl m+l + H (48)

m,m+l1*

Next, we perform an analytical continuation (which is
straightforward because we have the appropriate functional
forms which allow us to replace Matsubara frequencies by
real frequencies) and substitute into Eq. (31) which yields
the final expression for the nonresonant Raman response
function in the A, channel. This step is completely straight-
forward, so we do not write down the final expressions in
terms of integrals over the real frequency.

For other many-body models, such as the Hubbard, or
Holstein models, the analysis is more complicated because
the vertex is not diagonal, and the analytic continuation will
not be possible on a formal level, if the charge vertex cannot
be expressed as functions of the Green’s function and self-
energy. Nevertheless, one can perform the analytic continu-
ation numerically, and thereby solve the problem, or one can
approximate the vertex using different analytic approxima-
tions (such as those from perturbation theory) and then for-
mally complete the analytic continuation.

D. X-ray scattering: ¢ #0

In the case of inelastic x-ray scattering, the incident pho-
ton exchanges both energy and momentum with the elec-
tronic matter. The entire formalism derived for Raman scat-
tering remains the same as described above and there is no
need to rewrite it for this case. The only difference is in the
summations over momentum. The Feynman diagrams in Fig.
1 together with the Bethe-Salpeter equation in Fig. 4 contain
several momentum summations which can be evaluated
separately.'® First, the bare susceptibility in Eq. (44), which
enters the Bethe-Salpeter equation for the total charge vertex
in Eq. (43), contains the following components:

S0+ 1 = Zpn))
2ZmZmH

. B
A _ (lwm + Mg —
q.mm+l —

X [XO( m» m+l7q) XO(Z}’VL’ m+1,11)], (49)

B _ (iwm + IU“I;} — Efn)(iwmﬂ + :U’g — Efnﬂ)
mm+l _
! : 2ZmZm+l
X [Xo(ZsZns1:9) = X0\ Zos= Zyirn @)1, (50)

and

Zm+l7q)],
(51)

1 N _
qfn,m+l = XqB,én,mH = E[XO(Zm’ZmH’ q) + XO(Zm7

where
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- _m+l’q)
1 1

Xo( +1’4) Xo(=

Zp,
TS
N z, = €2 Zims1 — €ks(g)

1 f“} de (OF, (Z EX)
= — — P\E .
V/l - X2 - Zm+l - € V1= X2

(52)

Here, the function F..(Z) is the Hilbert transform of the hy-
percubic density of states as defined in Eq. (14) and all the
transferred momentum dependence is only through the quan-
tity

D

1
X=—2 cos qp- (53)
DP=1

The second diagram in Fig. 1 contains summations over k
and k' which involve stress-tensor amplitudes %;,

1 — A B
XZ,m,m+/ = ]T/E 7k[ka(q/Z),mGIL;+(q/2),m+l
k

B A
+ G2 mGrer () i) (54)

and there are two different terms,

. B B
lwm+lu“d_2m =
)(g,m,m+l = — [XO(Zm’ZmH’q)
2Z,
. B B
- [+ pg — 20,
+ X(,)(Zm’_ Zm+l’q)] + = de +
2Zm+l
X [X(I)(Zm’zm+l’q) - X(,](Zm’_ Zm+l’q)] (55)
and
A A
(0, + gy =20~ =
Xg,m,m+l - _d [XO(Zm’ZmH’q)
27,
A
15 Wy, l+ Iu‘ 2m
+ XO(Zm’ m+l’q)] - 4 +
2Zm+l
X [XO( mo +l’q) X()( Zm+1,¢1)], (56)
where
X (Z Zm+l’q) == X(,)(_ Zm7_ Zm+l7q)
1 1

=__27k_ —

Nk Z = g Zonsi = €siar)

!

X
_ﬁ{[z + m+1:|XO( +l7q)

+ Fw[z(iwm)] + Fw[z(lwm+l)]} (57)

Here the new momentum dependent quantity X' is
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D
1 q
X' =— cos=2, 58
D;‘:l % 0%, (58)

with a,=1 for A}, symmetry and «,=(~1)" for B, symme-

try. Now we can find exact expression for the vertex correc-
tions defined by Eq. (45) in the following form:
@ !

q.m,m+l — A

A B B
[A/;,m,m-f-lTFm,m+l)(;,m,m+lTrm,m+ng,m,m+l
q,m,m+l

B B A

+ /\/:;,m,m+l(l - TFm,m+ZX5,m,m+l)TFm,m+l q.m,m+l
A A B

q,m,m+l(1 - Trm,m+l q,m,m+l)Trm,m+ng,m,m+l

B A A
+ Xg,m,m+lTrm,m+ng,m,m+lTI‘m,m+lA/;,m,m+l] > (59)

+

where

A A B B
Aq,m,m+1 = (1 - TFm,m+l q,m,m+l)(1 - Trm,m+l/\/¢l;,m,m+l)
- Trfn,m+lA/;,ﬁ1,m+lTFﬁ,m+quBfn,m+l' (60)

Finally, the bare loop contribution of the first diagram in
Fig. 1 contains summations over momentum k of the product
of two Green’s functions and the square of the stress-tensor
factor. It is equal to

- U 1
Hf]{r)n,mﬂ = XO(Zm’ZmH’ q) + XO(va_ Zm+l’ q) + —
2ZmZm+l

X[y, + pg = 2D (@ + 1y = 32 ) + (i),
+ Mg - Eﬁ)(iwz1l+z + Mg - Ez+l)][)?0(zm’2m+l’q)
= XoZ = Zyps1 @), (61)
and expressed in terms of y, as follows:
)?O(vazm+l’q )
= Xo(= Zs= Zys1-q)

1 _ 1 1
- 1S

Zn - é-k—(q/2) Zm+l - 6k+(q/2)

o t*2 t*ZX/Z
= Zm»Zm s N
Xol wq) 2 T 1+x
[Zm + Zm+l:|2X,2 X,2 = =
+ Zn+Z
(1 +X)2 (1 +X)2[ m m+l]

X{FZi0,)]+ Pl Zli0,.) ]
12
+ _l)i- X{Zp1sz[Z(iw,11)] +Z, FZ(iw,.)]-2}.

(62)

The expressions for x;, and ), derived above appear to be
different from the ones given in Ref. 18. In fact, they are
identical (but require some significant algebra to show this);
the forms presented above are more convenient for numerical
calculations.

In contrast to B, Raman scattering at g=0 which is de-
termined only by the bare loop contributions (Fig. 2), in the

PHYSICAL REVIEW B 79, 115130 (2009)

case of inelastic x-ray scattering, we have both terms con-
tributing for all symmetry channels. The different symmetry
channels are distinguished only by the different X’ factors,
and, as a result, different y, and Y, functions. All further
numerical calculations are performed by exploiting these
three quantities, but the total scheme remains the same. As a
result, the generalized polarization in Eq. (59) is described in
terms of the xo, xg, and X, functions and applying further
analytic continuation to the real axis one can obtain the non-
resonant inelastic x-ray scattering response functions. The
final expressions are too long to be presented here.

E. Nonresonant inelastic x-ray scattering sum rule

The sum rule for the nonresonant inelastic-scattering re-
sponse function is as follows:'%20

1= J dQQXN(Q)=g([?’k(q)[Hﬁ(q)]]% (63)
0

where for the case of CDW ordering,

~ iQR-RY) i 9RY) it 5
¥q) =Eb 2 120 RIR)) ’(4/2)(R'+Rf)d§ad,-b,
a ij

~ iQ(RP-RY) i “4RY) 5t 5

Fg=>> tj:lqezQ(Rj R,)et(q/Z)(Rl+R])d]fbdm, (64)
ab ij

and the momentum Q determines the symmetry channels,

0 for Ay,
Q= (m,0,7,0,...) for By,.

After calculating all required commutators, taking the
large dimensional limit, and performing some cumbersome
transformations (see the Appendix), we obtain a sum rule
(first moment of the nonresonant inelastic x-ray scattering
response function) which contains two contributions,

I=1Ig+1y. (66)

(65)

The first contribution comes from the kinetic-energy term,
#2

Le=2(1-X) f dwf(w)lm{ %[Z(w)Fw[Z(w)] ~1]

E9) .
_sz({%z _ Z%w)}[Z(w)FOC[Z(w)] 1]+ %)}
(67)

and is similar to the one in the uniform case.'® The other one
originates from the potential-energy term and satisfies

Iy = f dwf(w)lm{Z [39(w) - Unf]
2
X [?(1 - X' G“(w) +X'2)\“(w)}
+ X[ Z(0)F[Z(0)] - 1][3Y(w) - EB(w)]Z}

m * !
- EUt 21-X 2)(n]/} - n?)(ng -nb). (68)
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(This last term is model dependent and would be different for
the Hubbard or Holstein model. We do not provide those
formulas here.) The first contribution in braces has the same
shape as the potential-energy contribution of the sum rule in
the uniform phase.'” The other terms appear only in the
CDW phase and are proportional to the square of the CDW
order parameter (Anf)z.

By examining different points in the Brillouin zone (BZ),
one can extract information regarding the potential and
kinetic-energy contributions or of the order parameter. For
instance, in the case of Raman scattering (=0, X=1) we
have contributions only from the potential-energy term (/g
=0), which are different for the A,, symmetry (X'=1),

Ig= J dwf(w)lm{z [2%(w) = UnfIN(w)

—o0

+[Z(0)F[Z(w)] - 1[24(w) - EB(wﬂz}, (69)
and for the By, symmetry (X'=0),

+o0 #2
In= f dof(w)Im{ X [34(w) - Unl?]%G““(w)

™ *
= S U0} =)y = ). (70)

For other points in the BZ (inelastic x-ray scattering), we
have contributions from both the kinetic and potential-energy
terms. For instance, for the case of B, symmetry along the
BZ diagonal [¢=(q.q.q9.q,...), -1=X=1, X'=0] and for
all symmetry channels at the BZ corner [g=(*,%,%,%,...),

a’>a’>a’>a’"""
X=-1, X'=0] we have

+%0

2
dwf(w)lm{ 2w FZ(w)] - 1}},

Iy=2(1-X)
(71)
+x *2
Ig= J dwf(w)Im{ > [S4(w) - Un‘?]t?G“”(w)
- ZUrn = )k = ). (72)

2

One can see that in this case the kinetic-energy contribution
is equal (up to an overall constant) to the average kinetic
energy which also enters the sum rule for optical
conductivity.?

III. NUMERICAL RESULTS

We begin with an analysis of nonresonant Raman scatter-
ing in the CDW phase. We present results for the cases of a
dirty metal with U=0.5 (Fig. 5), a near-critical Mott insulator
with U=1.5 (Fig. 6), and a moderate-gap Mott insulator with
U=2.5 (Fig. 7).

In Fig. 5, we plot the Raman response function for differ-
ent temperatures in the case of a dirty metal with U=0.5. At
temperatures higher then the critical one for CDW order, we
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FIG. 5. (Color online) Nonresonant Raman response function
for the two symmetry channels [(a) being the B, channel and (b)
being the A, channel] in a dirty metal with U=0.5. The set of
curves corresponds to a range of temperatures from the uniform to
the ordered phase (7.~ 0.034).
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FIG. 6. (Color online) Nonresonant Raman response function
for the two symmetry channels in a near-critical Mott insulator with
U=1.5. The set of curves corresponds to a range of temperatures
from the uniform to the ordered phase (7.~ 0.075).
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see the expected behavior for a dirty metal; namely, there is
a peak at low energy and a spread on the order of the metal-
lic bandwidth. The system does not have a low-energy
Fermi-liquid peak, because it is not a Fermi liquid. Below
the critical temperature, when the CDW gap arises, the shape
of the response function changes significantly. The main
peak is shifted to higher frequency at ()= U, which corre-
sponds to transitions between the lowest band at w=-U/2
and the upper band at @=U/2 (see the DOS in Ref. 3). Two
additional peaks at lower frequencies correspond to the tran-
sitions from the upper and lower bands onto the subgap
states and between the subgap states (which are present for a
wide range of temperatures below T, but above 7=0). Be-
cause the subgap DOS vanishes at 7=0, these peaks must
vanish with 7— 0. In addition, because the self-energy be-
comes a frequency independent constant on each sublattice
at 7=0 (0 on one sublattice and U on the other), the irreduc-
ible charge vertex, and hence the vertex corrections, also
vanish at low temperature. In panel (a), we plot the nonreso-
nant response function for the B, symmetry. In this symme-
try channel, there is a sharp main peak with a square-root
singularity at 7=0. This behavior was already seen in the
optical conductivity,> and follows for the Raman scattering
directly from the Shastry-Shraiman relation in Eq. (40). For
the A, channel, as plotted in panel (b), the response is much
smaller and smooth (without sharp singularities) and there
are two reasons for this. At high temperatures, in the uniform
phase and just below 7., we have the effects of dynamical
charge screening for the A;, scattering channel which sup-
presses the total response. On the other hand, the charge
vertex is proportional to Uzn}l(l —n?) (see Ref. 16) and in the
charge-ordered phase, where n?—1 and n}g —0 for T—0, it
decreases rapidly as e~£«T, where E, is the activation energy
required to flip the occupation of the f state at a single site.
This thermally activated disordering of the chessboard phase
also gives rise to the subgap states. As a result, the vertex
contributions (dynamical charge screening) become negli-
gible at low temperatures [for example, increasing the re-
sponse in Fig. 5(b)] and the total Raman response is deter-
mined by the bare loop contributions only. The expressions
for the bare loop contributions [Eq. (38) for B, symmetry
and Eq. (41) for A}, symmetry] follow from Eqs. (61) and
(62) by choosing g=0 (X=1) and X' =0 for the B, symme-
try and X' =1 for the A,, symmetry; the terms with X '2in Eq.
(62) determine the difference of the bare responses in the
different symmetry channels. From a mathematical stand-
point, the presence of the additional terms due to a nonvan-
ishing X' removes the singularity at the CDW gap edge
which is in ;. From a physical standpoint, the different sym-
metries respond differently to the charge excitations. The A,
channel responds with the full symmetry of the lattice, and
the effect of the modulated CDW tends to average out this
response so that the singular feature disappears, while this
does not occur for the B, channel, where a greatly enhanced
response occurs near the charge gap. Hence, even though the
vertex corrections vanish, which normally are required to
guarantee that the system can screen long-wavelength uni-
form charge fluctuations, the averaging effect of the CDW
guarantees that the system can continue to screen these
charge fluctuations even when the vertex corrections vanish.
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FIG. 7. (Color online) Nonresonant Raman response function
for the two symmetry channels in a moderate-gap Mott insulator
with U=2.5. The set of curves corresponds to a range of tempera-
tures from the uniform to the ordered phase (7.~ 0.072).

For example, this is precisely how the uniform charge sus-
ceptibility will vanish in the CDW phase at 7=0, which is
required by the equations of motion for the total charge, and
occurs due to the vertex corrections in the normal state above
T,; below T, since the vertex corrections are suppressed, this
averaging feature takes over and allows the system to con-
tinue to effectively screen out those charge excitations.

In Fig. 6, we plot the results for a near-critical Mott insu-
lator with U=1.5. The basic results remain quite similar to
the metallic case. We see the response function change dra-
matically as the system orders, with complex behavior at low
temperature and low energy due to the subgap states, and
then finally leading to the square-root singularity in the B,
channel and smoother behavior in the A, channel, with no
singularity, and significantly reduced spectral weight. The
main change is the energy scale since the gap is always iden-
tically equal to U at T=0, and this is reflected in the “push-
ing” of the spectra to the right. As we go from a near-gap
insulator to a moderate-gap insulator with U=2.5 (Fig. 7),
we once again see similar kinds of behavior. In particular, we
observe three peaks: the main CDW-gap peak at Q=U is
sharp for the By, symmetry in panel (a) and smoothed for the
Ay, symmetry in panel (b) and the two low-energy peaks
have strong temperature dependence.

For nonresonant inelastic x-ray scattering, we investigate
the behavior of the response functions for the different trans-
ferred momentum values ¢ in the first Brillouin zone. Be-
cause all the momentum dependence enters only through the
parameters X and X', we must first understand their behavior
in the BZ. We want our results to make contact with real
physical systems, like a two-dimensional system, so we
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FIG. 8. Schematic of the first Brillouin zone with the high-
symmetry points labeled. Although we work in infinite dimensions,
we are trying to make contact with the two-dimensional BZ.

choose the following paths in the first BZ: the zone-diagonal
(zd) path lies in the so-called 2X-direction with ¢
=(q.9.49.q,...) and =1 =X =1; the zone-edge (ze) path lies
in the Z direction with ¢=(7,¢,7,¢,...) and -1=X=0, and
then continues along the zone-edge path in the A direction
with ¢=(¢,0,¢,0,...) and 0=X=1. These results are de-
picted in Fig. 8. The corresponding dependence of X and X'
along these paths is plotted in Fig. 9. One can see that along
the Z direction, the X' value and, as a result, the response
functions, are the same in both symmetry channels. For other
directions, they are different. In addition, X’=0 along the
zone-diagonal 3, direction for the B, ¢ Symmetry and the cor-
responding response function is determined only by the bare
contributions with no vertex corrections (or dynamical
screening) entering.

Having established the values of X and X' that we are
using, we now show our numerical calculations of the non-
resonant inelastic x-ray response functions for the case of a
dirty metal with U=0.5 at different temperatures and trans-
ferred momentum. In Fig. 10, we present results for the B,
symmetry and in Fig. 11 for the A;, symmetry. At the zone
center (X=1), the response is the Raman scattering (see fig-
ures above) with sharp features in the B}, channel and with a
strong suppression in the A, channel. When we move away
of the zone center, first of all, the sharp square-root singular-
ity at 1=U in the By, channel is rapidly replaced by a step-
like response with a strong enhancement at the Brillouin-
zone corner X=-1, when the transferred momentum
coincides with the CDW wave vector and we have effects of
nesting present. For the A;, symmetry, we have a different
scenario: there is a continuous enhancement without any
sharp features, when we move along the zone diagonal and
there is a continuous development of a steplike feature, when
we move along the zone edge with a strong enhancement at

lg_ I
- I~ 12
/// \:>__~~:Y'
I — - =~ -~
(z.7) y B, 00T (%.0) w M
-] X -1

FIG. 9. (Color online) Plot of X and X’ along the zone-diagonal
path and zone-edge path in the first Brillouin zone.
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X-ray response

Frequency (t*)

FIG. 10. (Color online) Nonresonant x-ray scattering response
function in the B;, channel for U=0.5 along the zone diagonal and
zone edge of the first Brillouin zone. The set of curves correspond
to temperatures 7=0.04, 0.03, 0.02, and 0.015.

the zone corner also due to nesting. In addition, the screening
due to the vertex corrections vanishes there for all tempera-
tures (since the By, and A, response functions are identical
and have no vertex corrections there [X’=0]). In both cases,
there is a large enhancement of the scattering response func-
tion as we move from the zone center to the zone corner; this
occurs because the system, as a whole, is much more effec-
tive at screening out uniform charge fluctuations than those
modulated in space. This shows, in particular, that scattering
at the ordering wave vector is enhanced in the CDW system.

Because the results for the near-critical Mott insulator
with U=1.5 are similar to the results for the other two U
values, we do not show them here. But, we do plot the results
for a small gap Mott insulator, with U=2.5 in Figs. 12 and
13). Here, we continue to see similar behavior to what is
seen for U=0.5, namely, the character of the response
changes rapidly as we move away from the zone center, the
differentiation of the results for different symmetry channels
is reduced, and the results coincide at the zone corner. We
also see an enhancement of the signal and a generic broad-
ening of the peaks as we move from the zone center to the
zone corner.
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FIG. 11. (Color online) Nonresonant x-ray scattering response
function in the A}, channel for U=0.5 along the zone diagonal and
zone edge of the first Brillouin zone. The set of curves correspond
to temperatures 7=0.04, 0.03, 0.02, and 0.015.
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FIG. 12. (Color online) Nonresonant inelastic x-ray scattering
response function in the Bj, channel for U=2.5 along the zone
diagonal and the zone edge of the first BZ. The set of curves cor-
responds to the temperatures 7=0.08, 0.07, 0.06, and 0.04.

Since we have derived first-moment sum rules for all of
the response functions, we checked our numerical results by
integrating the first moment of the response function and
comparing that answer to the results of the moment sum-rule
expectation values, which are evaluated on the imaginary
axis. In all cases we examined, we achieved essentially per-
fect agreement, with errors less than 0.1%, and arising pri-
marily from the discretization we used in our frequency grid
for the numerical integrations.

But the sum rules can actually tell us more about the
system. One of the hallmarks of the f-sum rule for the optical
conductivity is that the sum rule is fixed and does not change
with temperature or interaction strength, so spectral weight is
never lost or gained. In a projected low-energy model, this
result no longer holds, and the low-energy spectral weight
can change with temperature or U, but, as is often the case,
the changes are quite small at low temperature. We can of
course investigate this for our system in the CDW phase, by
examining how the sum rule evolves for different param-
eters. We begin with a plot of the sum rule for the case of
strongly correlated insulator U=2.5 in the B, channel in
Fig. 14 and for the A,, channel in Fig. 15. One can see, that
for such values of Coulomb interaction the main contribution
to the sum rule comes from the potential-energy part. The

0.24

0.22

(a) . T

PHYSICAL REVIEW B 79, 115130 (2009)
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0.4F . - ]
8-?)- 7! ._).(=1“ 7! I.'\_A_\ _)1(:1'
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Frequency (t*)

FIG. 13. (Color online) Nonresonant inelastic x-ray scattering
response function in the A, channel for U=2.5 along the zone
diagonal and the zone edge of the first BZ. The set of curves cor-
responds to the temperatures 7=0.08, 0.07, 0.06, and 0.04.

momentum dependence of the sum rule in the B;, channel is
weak for the potential-energy contribution and strong for the
kinetic-energy one [notice the 1-X factor in Eq. (67)]. For
the A, channel, both contributions have strong momentum
dependence. For both symmetries, the largest values of the
sum rule (total and for each contribution) are observed at the
BZ corner M point (X=-1) in both the uniform phase and
the CDW phase, as could have been guessed due to the en-
hancement of the overall spectral functions we observed
above (once again, in the CDW phase, we see an additional
enhancement due to the ordering). The increase in the sum
rule below T, is linear in 7.—7T and proportional to the
square of the CDW order parameter (An,)*; this implies that
if an experimental system has a nice separation between the
low and high energy bands, then one could use this spectral
weight to measure the order parameter as a function of tem-
perature. For small values of U (see Figs. 16 and 17), the
kinetic-energy contribution gives the main contribution into
the total sum rule. The kinetic-energy contribution continues
to display strong momentum dependence and for some mo-
mentum its temperature dependence becomes quite nonlinear
below T, as we already saw for the optical sum rule.?

0.00 0.02 0.04 0.06 0.08

(b) T

FIG. 14. (Color online) B;, sum rules as a function of temperature for U=2.5. (a) The kinetic-energy contribution Ix/(1-X): 1—zone-
diagonal 3-direction (-1=X=1, X'=0); 2—X-point at zone-edge (X=0). (b) The potential-energy contribution Ir;: 1—zone-diagonal
3.-direction (-1 =X=1, X' =0); 2—zone-edge X=-0.5; 3—zone-edge X=0 (X-point); 4—zone-edge X=0.5. The thin lines correspond to the

uniform solution artificially continued below T.,.
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FIG. 15. (Color online) A, sum rules as a function of temperature for U=2.5. (a) The kinetic-energy contribution It/ (1-X): 1—zone-
diagonal X=0; 2—M point at zone corner (X=-1); 3—X point at zone edge (X=0). (b) The potential-energy contribution /;: 1—I point at
BZ center (X=1); 2—zone diagonal X=0; 3—BZ corner X=-1 (M-point); 4—zone edge X=0 (X-point). The thin lines correspond to the

uniform solution artificially continued below 7.
IV. CONCLUSIONS

In this work, we developed the formalism (within DMFT)
to calculate the nonresonant inelastic Raman and x-ray scat-
tering in the case when the system develops CDW order at
low temperature. The formalism is a straightforward gener-
alization of the results in the paramagnetic phase, but re-
quires a careful accounting of the different sublattices and
how they enter into the diagrammatic expansions, and hence
is technically quite challenging. We also derived first-
moment sum rules for these spectra and related the sum rules
to different expectation values that can be immediately cal-
culated. We find that the sum rules relate to the potential
energy in some cases, while in other cases, both the kinetic
energy and the potential-energy terms enter into the expecta-
tion values (and also the CDW order parameter).

We applied our formalism to the case of the spinless
Falicov-Kimball model because the charge vertex is known
exactly for that system, and hence we can find an exact nu-
merical solution to the light-scattering response functions.
The main numerical result that we find is that there is very
strong temperature dependence that sets in once we pass
through T.. This occurs because the system rapidly depletes
subgap states as it forms the CDW gap, and then develops a
square-root singularity due to the pileup of states at T=0.
These features can be immediately seen in the light-
scattering response functions, but are symmetry selective.
When vertex corrections act to screen the light scattering at
high temperatures (near and above T,), the square-root sin-

0.411
0.410F
0.409+F
0.408
0.407 1
0.406 1

%198

0.3176
0.3174 1
0.3172}
0.3170}
0.3168 1
0.3166 L ; L

0.00 0.01 0.02 0.03 0.04

(a) T

1/(1-X)

gularity is suppressed in the A, channel, as is the overall
magnitude of the light-scattering signal. At low temperatures,
the most important effects are due to nesting of the trans-
ferred momentum in BZ and due to an effective screening of
uniform charge fluctuations which arises due to an averaging
effect over the modulated charge distribution of the system.
The qualitative shape of the response function for inelastic
x-ray scattering, where the spectra has almost a discontinu-
ous jump near the gap, is an unexpected result, that occurs
when one combines the square-root singularity associated
with the pileup of the density of states near the gap edge with
the nontrivial nesting effects and the dynamical charge
screening effects of the many-body system. While we see an
enhancement of the response, a broadening of the spectra,
and an increase in the magnitude of the sum rule as we move
from the zone center to the zone corner, we do not see any
dramatic changes in the shape of the spectra associated with
the fact that we can transfer momenta that is equal to the
ordering wave vector of the CDW but we do see a significant
overall enhancement of the signal. This turns out to be simi-
lar to what was seen in the dynamical charge susceptibility of
the model as one approaches T, from above,'® and may be
related to the fact that the Falicov-Kimball model has a re-
ducible charge vertex that assumes very different behavior
for dynamical charge fluctuations as it does for static charge
fluctuations, which give rise to the underlying CDW order. If
true, then we would anticipate even larger effects in models
where the charge vertex is not decoupled in this fashion,
such as the Hubbard or Holstein model, but resolving this
question is a problem for the future.

0.20
0.18F-
0.16]
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(b) T

In

FIG. 16. (Color online) B, sum rules as a function of temperature for U=0.5 (we plot the same cases as in Fig. 14).
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FIG. 17. (Color online) A, ¢ sum rules as a function of temperature for U=0.5 (we plot the same cases as in Fig. 15).

Our numerical work focused on the case of half-filling.
One might ask what would happen away from half-filling.
While it is true that the CDW phase can be seen as the first
ordered phase as we go from the normal state to an ordered
state at T,,>! we do not know whether the AB ordered phase
survives all the way to 7=0 or whether there are subsequent
phase transitions, perhaps to incommensurate phases as 7 is
further reduced. For this reason, we have not chosen to solve
such problems in this work. In the high-temperature phases,
where the system is ordered in the AB CDW, the chemical
potential would need to be located outside of the gap, and so
we would expect to see more response at low energies, but as
the T was further lowered, we expect incommensurate order
to enter, and for the system to have a well developed gap, so
that the results would most likely look similar to those
shown here. On the other hand, there is another possible
scenario at low temperatures for some densities of the mobile
and localized electrons when, instead of the incommensurate
order, the phase separation into chessboard and uniform
phases can take place.’>?3 In this case the total response will
be a sum of the responses for the chessboard and uniform
phases weighted by the volume fractions of these phases.

We believe our results will be most relevant to electronic
Raman or x-ray scattering on CDW ordered systems in three
dimensions. So far, most of the Raman scattering work has
focused on understanding how phonons behave as one passes
through the transition, including the behavior of the phonon
softening for the CDW mode.?* We hope that our results will
inspire experimental groups to also consider examining elec-
tronic Raman scattering in CDW systems to see whether they
display the kinds of features that we showed here.

In the future, we will generalize the resonant light-
scattering formalism to the CDW phase and examine what
modifications enter into the response functions in that case.
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APPENDIX: SUM-RULE DERIVATION

In this appendix, we present details for the derivation of
the first-moment sum rules of inelastic light and x-ray scat-
tering in the ordered CDW phase. To begin, we must evalu-
ate the first commutator in Eq. (63) which yields,

[H.%(q)]= UE (10! -R) o= DI G~ ) d
_ E tﬁizift[eiQ<R?—R?)e‘i(q/ DRI
ila
- eiQ(R,q—R;l)e_i(‘l/z)(R?+R7)]a;ruaf"' (AD

Here we introduce the notations A=B and B=A and use the
fact that the hopping integral connects only sites which be-
long to different sublattices.

The second commutator now gives

{v'(@[H. 7)1}
- UE tleatuu lQ(R R [ i(q/2)(R —R )(nl _ Aa)
ijla
— RN i — A,
- et Za[E'Q(Ru KRR pi(0/2) (RI+R]-R-R)

ijlna

_ oORI-R}) ,i(g12)(R{-R})
+ @QRI-R}+R-R) ,~i(q/2) (R{+R[-R,-R})

IQ(R[—R ) —t(q/2 R[ -R'. )]d (A2)

ia ja

Next, we use the fact that the hopping is allowed only be-
tween NN sites, and we replace j=i+ 9 in t?jb, where 6 runs
over all of the NNs of site i, to obtain

Y (@[H. ¥
— Ut2 E e —-iQ(6+d' )<[€—t(q/2 )6+ )( A=

i88'a
_ i(q/2><5+5’>( sa

>
i66'8"a
X[e—i(q/z)(ﬁ’ﬂi”)(e—iqﬁ_ 1) + ei(q/2)(5’+6")(eiq6_ 1)]

X(d! iy 505153 (A3)

H&yﬁ

- ﬁa+5,f)]d3;adi+é)‘+§',a>
—lQ 5+6"
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The first term contains expectation values of three operator
products which can be calculated by introducing an auxiliary
field wy— s+ Oy, at site [ into the Hamiltonian and taking
a functional derivative,

a A 8GY (iw,,)
(diydiaity ) = > {T_]—

M. f

nj G} (i, >}
:TE{ x iwm)TMGz”(iwm)
m 19

Lf

+ nsz?jh(iwm)]. (A4)

One can immediately calculate the derivative,

Siliw,) 1 Uns(1 - nf)
Sy (Go G+ = N i + =N U)
3¢ — Un$
— m_cf (A5)
UG,

from the solution of the single-impurity problem. After sub-
stituting this result into Eq. (A3), we find that

T 1 _
- 72 > N% Gza(iwm)[gk—(q/z)—g(fk—q - &)

+ Ei+(q/2)_g(fk+q -&)]

aT 20— Un§
R

m

1 ~
— 2, Gi(io,,) €—(g/2)-
N% & (10,) €& (g2)-0

X— EGk,(zw )Ek' —(q/2)-Q
k/

1 ar-. 1 aay .
+ ij Gia(lwm)ékuq/z)—gﬁz Gy (iw,) €11 (g2)-0
k r
T _ 1
- 72 2 [34 - Unf+ Unf - n;)]NE Gé(iw,,)
m a k
(A6)

X (G (g-0 + Es(q2-0)-

The summations over momentum can be explicitly per-
formed as follows:

1 - _ _
2 Gilli0,)€go)0= X [Z,FZ,) = 1],
k

PHYSICAL REVIEW B 79, 115130 (2009)

1 ad( «
;,% Gi(i0,) € _(gr2)-0

#2
= %_Z{t_(l _X,Z)Foc(zm) +X,2Zm[ZmFOO(Zm) - 1]}7
7 12

1 _
X,E qu(iwm) elzc—(q/Z)—Q(ek—q - Ek)
k

%(1 -X(Z,F.Z,)-1]

-X?(1-X {3 rZ,F.(Z,) 1]

#2
~Z[Z,FuZ,) - 1]+ %} (A7)

where
qu = iwm + /"Lg - E; (AS)

Finally, the sum rule (first moment of the response func-
tion) contains two contributions,

I=1Ig+1y. (A9)

The first contribution comes from the kinetic-energy term,

400 %2
Le=2(1-X) f dwf(co)lm{ %[Z(w)Fw[Z(w)] ~1]

- sz[ %t*z[Z(w)Fw[Z(w)] -1]

F.[Z(w)]- 1]+§H,

and the second one comes from the potential-energy term,

- Z(0)[Z(w) (A10)

#2

In= f dof(@)m, [2“(w)—Un;’c](%(l—X’z)G“(w)

+ X" ZH ) Z(0)F[Z(w)] - 1]

_ _ 5 %2
,2[z<w>F2[aZ($>J-”> - UG - nf><t (1-x7?)

X G“w) + X" 7 w)[Z(w)Fo[Z(w)] - 1]) } . (AlD)

Using the identities Z(w)F.[Z(w)]-1=\(0)G*(w)
=\3(w)GP8(w) and [G*(w)]'=Z% w)-\*(w), we can re-
write the potential-energy term contribution in the final form
of Eq (68), where we use the fact that in equilibrium )
=u5 and ZA(0) - ZP(w) =3F(w) - 34 ().
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